
Chapter 11 Analysis of Variance (ANOVA) 
 

1) What is ANOVA 
 

It is a technique measuring the strength of association and significant of the relationship 
between an independent variable that is discrete (number of groups larger than 2) and the 
dependent variable that is interval/ratio. 

 

2) Logic of ANOVA 
 

!(𝑋! − 𝑋"%%%%)# 	𝑖𝑠	𝑤ℎ𝑎𝑡	𝑤𝑒	𝑐𝑎𝑙𝑙𝑒𝑑	𝑡𝑜𝑡𝑎𝑙	𝑠𝑢𝑚	𝑜𝑓	𝑠𝑞𝑢𝑎𝑟𝑒	(𝑆𝑆"$%&') 

 

!(𝑋!$$$$ − 𝑋"$$$$)# × 𝑁! 	𝑖𝑠	𝑤ℎ𝑎𝑡	𝑤𝑒	𝑐𝑎𝑙𝑙𝑒𝑑	𝑏𝑒𝑡𝑤𝑒𝑒𝑛	𝑠𝑢𝑚	𝑜𝑓	𝑠𝑞𝑢𝑎𝑟𝑒	(𝑆𝑆𝐵𝑒𝑡𝑤𝑒𝑒𝑛) 

 

!(𝑋! − 𝑋-%%%%)# 	𝑖𝑠	𝑤ℎ𝑎𝑡	𝑤𝑒	𝑐𝑎𝑙𝑙𝑒𝑑	𝑤𝑖𝑡ℎ𝑖𝑛	𝑠𝑢𝑚	𝑜𝑓	𝑠𝑞𝑢𝑎𝑟𝑒	(𝑆𝑆.!%/!0) 

 

𝑆𝑆"$%&' =	𝑆𝑆12%3220 + 𝑆𝑆.!%/!0	 

  



 

3) Computation of the sum of squares 
 

!(𝑋$ − 𝑋"$$$$)# =	!(𝑋!$$$$ − 𝑋"$$$$)# × 𝑁! +!(𝑋$ − 𝑋!$$$$)# 

 

𝑆𝑆"%&'( =	𝑆𝑆)*&+**, + 𝑆𝑆-$&.$,	 
 

Because of those, I normally recommend computing 𝑆𝑆"%&'(	𝑎𝑛𝑑	𝑆𝑆)*&+**, 

 
4) Computing the df for between sum of square and within sum of square 

𝑑𝑓42%3220 = 𝐾 − 1 

 

𝑑𝑓3!%/!0 = 𝑁 − 𝐾 

 

N: total number of cases in the sample; K: total number of groups in the independent 
variable 

 

5) Computing the mean sum of square (MSS) for between and MSS for within 

 

𝑀𝑆𝑆12%3220 =
𝑆𝑆42%3220
𝑑𝑓42%3220

 

 

𝑀𝑆𝑆3!%/!0 =
𝑆𝑆3!%/!0
𝑑𝑓3!%/!0

 

 

 



6) Computing the f ratio 

 

𝐹56!"#$""%;56$&#'&% =
𝑀𝑆𝑆42%3220
𝑀𝑆𝑆3!%/!0

 

 

7) Determine the p value 

 

8) Computing the eta-square (𝐸#) 

 

𝐸# =
𝑆𝑆12%3220
𝑆𝑆"$%&'

 

 

9) Interpreting the eta-square 

 

𝐸#	𝑖𝑠	𝑃𝑅𝐸	(𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑎𝑙	𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛	𝑖𝑛	𝐸𝑟𝑟𝑜𝑟) 

 

Knowing the independent variable reduces errors in estimating the value of the dependent 
variable by X%. 

 

0 ≤ 𝐸# ≤ 1	𝑜𝑟	100% 

 


